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Abstract. We present a multilingual, open source system for cancer
forum thread analysis, equipped with a biomedical entity tagger and a
module for textual summarization. This system allows users to investi-
gate textual co-occurrences of biomedical entities in forum posts, and to
browse through summaries of long discussions. It is applied to a number
of online cancer patient fora, including a gastro-intestinal cancer forum
and a breast cancer forum. We propose that the system can serve as an
extra source of information for medical hypothesis formulation, and as a
facility for boosting patient empowerment.

1 Introduction

Online patient communities are a potentially valuable source of information for
cancer patients. In these communities, patients share detailed information on
their disease, treatment, side effects of treatments and coping strategies, as well
as their experienced quality of life. The aggregated information from the entire
history of discussions can contribute to patient empowerment, but may also
inspire clinical hypotheses. This short paper5 presents an open source system6

for the automated analysis of cancer forum posts supported by text mining.

2 System architecture

Our system has three main components: a pipeline for analyzing entities and
relations in forum posts, a summarization module for summarizing discussion
threads, and a user interface for explorative search. This section describes the
three components in detail. The system currently contains data from three fo-
rum communities: the Dutch Breast Cancer community (BVN), the Facebook
community GIST Support International, and the medical section from the Dutch
Viva forum7. In order to display potential relations between elements such as

5 This work is supported by an SIDN Fund grant (https://www.sidnfonds.nl).
6 https://github.com/patientforumminer/PFM.
7 https://borstkanker.nl, http://www.gistsupport.org, http://forum.viva.nl



Fig. 1. Overview of the individual steps of the entity tagging pipeline.

side effects and treatments, textual entities (names and concepts) are tagged
with their respective medical (semantic) categories, for both Dutch and English.
As a first step, the system preprocesses forum post threads. Data is lower-cased,
URLs and all non-alphanumeric characters are removed except for hyphens and
commas. Weights and dosages are extracted from the threads based on regular
expressions and directly tagged as such. After this step, all numbers are removed,
followed by tokenization and stop word removal. Subsequently, a database lookup
is executed for all single terms, using the Unified Medical Language System
(UMLS) which is in English. Each Dutch term is first translated into English us-
ing a translation dictionary extracted from DBpedia8. For every input term, the
semantic types are extracted from UMLS and the most frequent one is chosen
as the category for the term. If a particular term cannot be matched within the
UMLS database, the DBpedia database is queried for that term and the most
specific type is extracted. If this lookup also fails, the Medical Subject Head-
ings (MeSH) database is queried and the term is matched to the first topical
descriptor for an exact string match with the broader descriptor. The next step
is to apply spelling correction to the remaining terms that have not yet been
matched in the first look-up step. Only unmatched terms with a low frequency in
the corpus (≤ 2) are considered. These either represent true misspellings or rare
morphological variants of the unmatched types. For each of these low-frequency
terms, the matched entity with the lowest weighted relative edit distance is de-
termined. Character changes at the beginning of the term are prohibited. To in-
crease the number of matched entities we include morphological variances based
on lemma matching (using Pattern [2]) for terms with more than 4 characters.
Moreover we expand the number of entities using contextual relations. For this
purpose, a Word2Vec model [1] was trained on all data9. The category of the
majority of the 5 closest neighbors was assigned to each unmatched term, if a
threshold of 3 was exceeded. Since lemma lookup and Word2Vec expansion are
executed simultaneously, the results were merged. In case of disagreement, the
result of Word2vec was preferred. As a final step, a selection of categories for the
application was made. Moreover, high-frequency terms (such as ‘sleep’ or ‘live’)
were excluded from the results, since tagging these terms was not relevant for
the application. We evaluated the system in terms of the precision for the identi-

8 Available from http://downloads.dbpedia.org/2015-10/core/.
9 Parameter settings: model=CBOW, feature dimensionality= 500, window size=3,

minimum word count=3, number of cores=3, other parameters are set to default
values.



Fig. 2. A screenshot of the web-based interface with in the top-left corner the query
box, below it the entity graph, and on the right side the results that are retrieved for
the query (in Dutch).

fication and classification of the most frequent 300 matched entities. For the first
task, the average precision across annotators was 0.79 (inter-rater agreement in
terms of Cohen’s κ = 0.77). The classification task yielded an average weighted
precision per category of 0.74 (κ = 0.67).

The search module of the system returns posts in the context of a discussion
thread, often consisting of dozens or even hundreds of posts. We automatically
summarize the discussion threads with extractive summarization: showing the
most relevant sentences in the thread while hiding the less relevant sentences
in between them. Input for this summarization is a ranking of the sentences
by their relevance for a summary. For the prediction of relevance, we trained a
linear regression model on human10 reference summaries created for the English
and Dutch forum data. In the model, we used the number of raters that selected
a sentence as outcome variable (a sentence selected by 4 or 5 raters is more
relevant than a sentence selected by 1 or 2 raters). As independent variables we
used a number of generic sentence features such as the position in the thread,
the sentence length and the similarity with the full thread. We performed a
blind side-by-side comparison of the model’s summaries with human-created
summaries, which showed that our model’s summary was judged as equally good
as or better than the human-created summary [4].

The graphical user interface of the system allows for an iterative search pro-
cess in which the user quickly reaches relevant search results, supported by query
expansion, entity tagging and automatic thread summarization. Figure 2 shows
the system’s GUI. It is divided into two main parts, the left part supporting

10 We used 7 raters: 5 non-experts and two experts. More information about the refer-
ence summaries and the summarization module was published in [3].



the querying process, the right part for browsing search results. The user typi-
cally starts with entering one or more keywords (upper left), that are expanded
with related terms by the system using Word2Vec trained on all patient forum
data. The system presents the expansion terms to the user, allowing to decide
whether or not to include these terms in a next query. The term network shows
terms that occur in the search results and their inter-connection. Two terms are
connected when they co-occur frequently in the same context (e.g. message) in
the result set. The strength of the relationship is depicted by the thickness of
the edge in the network graph. Each node is coloured according to its classifi-
cation (e.g. medicine, food, symptom), and a node’s size is proportional to the
number of occurrences in the results. The network facilitates the discovery of
unexpected links between terms (e.g. a food substance mentioned frequently in
combination with a symptom). This is typically useful for expert users looking
for new medical hypotheses. The right hand side of the GUI shows the search
results. These are threads, consisting of the first message in a thread, followed
by a list of comments on that message. The opening post of the thread is al-
ways shown; sentences of other posts in the thread are only shown if the user
prefers to see more detail, governed by the slider on top of the screen. Which
sentences are shown first when the slider is moved to the right is decided by the
summarization module.

3 Conclusions

We have presented an open source system for the automated analysis and in-
teractive inspection of cancer forum posts. For the purpose of knowledge ex-
traction from patient-generated forum data, our future work will focus on tech-
niques for matching new forum threads with existing ones, and on connecting
user-generated content to moderated content, such as curated taxonomies and
published medical information. Further, we will address query relevance for sum-
marization, and the thorough evaluation of our system in task-based settings.
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